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ABSTRACT: This paper considers the problem of determinizing probabilistic data to enable such data to be stored in 
legacy systems that accept only deterministic input. Probabilistic data may be generated by automated data 
analysis/enrichment techniques such as entity resolution, information extraction, and speech processing. The legacy 
system may correspond to pre-existing web applications such as Flickr, Picasa, etc. The goal is to generate a 
deterministic representation of probabilistic data that optimizes the quality of the end-application built on deterministic 
data. We explore such a determinization problem in the context of two different data processing tasks—triggers and 
selection queries. We show that approaches such as thresholding or top-1 selection traditionally used for 
determinization lead to suboptimal performance for such applications. Instead, we develop a query-aware strategy and 
show its advantages over existing solutions through a comprehensive empirical evaluation over real and synthetic 
datasets. 
 

I. INTRODUCTION 
 

With the advent of cloud computing and the proliferation of web-based applications, users often store their 
data in various existing web applications. Often, user data is generated automatically through a variety of signal 
processing, data analysis/enrichment techniques before being stored in the web applications. For example, modern 
cameras support vision analysis to generate tags such as indoors/outdoors, scenery, landscape/portrait, etc. Modern 
photo cameras often have microphones for users to speak out a descriptive sentence which is then processed by a 
speech recognizer to generate a set of tags to be associated with the photo. 

 
 The photo (along with the set of tags) can be streamed in real-time using wireless connectivity to Web 

applications such as Flickr. Pushing such data into web applications introduces a challenge since such automatically 
generated content is often ambiguous and may result in objects with probabilistic attributes. For instance, vision 
analysis may result in tags with probabilities and, likewise, automatic speech recognizer (ASR) may produce an N-best 
list or a confusion network of utterances. Such probabilistic data must be “determinized" before being stored in legacy 
web applications. We refer to the problem of mapping probabilistic data into the corresponding deterministic 
representation as the determinizationproblem. 
 

Many approaches to the determinizationproblem can be designed. Two basic strategies are the Top-1 and All 
techniques, wherein we choose the most probable value / all the possible values of the attribute with non-zero 
probability, respectively. For instance, a speech recognition system that generates a single answer/tag for each utterance 
can be viewed as using a top-1 strategy. 

 
 Another strategy might be to choose a threshold τ and include all the attribute values with a probability higher 

than τ . However, such approaches being agnostic to the end-application often lead to suboptimal results as we will see 
later. A better approach is to design customized determinization strategies that select a determinized representation 
which optimizes the quality of the end-application.  
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Flickr supports effective retrieval based on photo tags. In such an application, users may be interested in 
choosing determinized representation that optimizes set-based quality metrics such as F-measure instead of minimizing 
false positives/negatives. In this paper, we study the problem of deteminizing datasets with probabilistic attributes 
(possibly generated by automated data analyses/enrichment). Our approach exploits a workload of triggers/queries to 
choose the “best" deterministic representation for two types of applications – one, that supports triggers on generated 
content and another that supports effective retrieval. Interestingly, the problem of determinization has not been 
explored extensively in the past. The most related research efforts are, which explore how to give deterministic answers 
to a query (e.g. conjunctive selection query.  

 
overprobabilisitc database. Unlike the problem of determinizing an answer to a query, our goal is to 

determinize the data to enable it to be stored in legacy deterministic databases such that the determinized representation 
optimizes the expected performance of queries in the future. Solutions in cannot be straightforwardly applied to such a 
determinization problem. 
 

II. SYSTEM ARCHITECTURE 
 

 
 
 
EXISTING SYSTEM  
 Many approaches to the determinization problem can be designed. Two basic strategies are the Top-1 and All 

techniques, wherein we choose the most probable value / all the possible values of the attribute with non-zero 
probability, respectively. 

 For instance, a speech recognition system that generates a single answer/tag for each utterance can be viewed as 
using a top-1 strategy. Another strategy might be to choose a threshold τ and include all the attribute values with a 
probability higher than τ . 

 Existing system works address a problem that chooses the set of uncertain objects to be cleaned, in order to 
achieve the best improvement in the quality of query answers. 

 There are several related research efforts that deal with the problem of selecting terms to index document for 
document retrieval. A term-centric pruning method described in existing system retains top postings for each term 
according to the individual score impact that each posting would have if the term appeared in an adhoc search 
query. 
 

DISADVANTAGES 
 Often lead to suboptimal results. 
 They explore how to determinize answers to a query over a probabilistic In contrast, we are interested in best 

deterministic representation of data (and not that of a answer to a query) so as to continue to use existing end-
applications that take only deterministic input. 

 Their goal is to improve quality of single query, while ours is to optimize quality of overall query workload. 
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III. PROPOSED SYSTEM 
 

 In this paper, we study the problem of deteminizing datasets with probabilistic attributes (possibly generated by 
automated data analyses/enrichment). 

 Our approach exploits a workload of triggers/queries to choose the “best” deterministic representation for two 
types of applications – one, that supports triggers on generated content and another that supports effective 
retrieval. 

 Interestingly, the problem of determinization has not been explored extensively in the past. The most related 
research efforts are, which explore how to give deterministic answers to a query (e.g. conjunctive selection query) 
over probabilisitic database. 

 Unlike the problem of determinizing an answer to a query, our goal is to determinize the data to enable it to be 
stored in legacy deterministic databases such that the determinized representation optimizes the expected 
performance of queries in the future. Solutions cannot be straight forwardly applied to such a determinization 
problem. 
 

ADVANTAGES: 
 We introduce the problem of determinizing probabilistic data. Given a workload of triggers/queries, the main 

challenge is to find the deterministic representation of the data which would optimize certain quality metrics of the 
answer to these triggers/queries. 

 Solves the problem of determinization by minimizing the expected cost of the answer to queries. 
 We develop an efficient algorithm that reaches near-optimal quality. 
 The proposed algorithms are very efficient and reach high-quality results that are very close to those of the optimal 

solution. We also demonstrate that they are robust to small changes in the original query workload. 
 

IV. CONCLUSION 
 

In this paper we have considered the problem of determinizing uncertain objects to enable such data to be 
stored in pre-existing systems, such as Flickr, that take only deterministic input. The goal is to generate a deterministic 
representation that optimize the quality of answers to queries/triggers that execute over the deterministic data 
representation. We have proposed efficient determinization algorithms that are orders of magnitude faster than the 
enumeration based optimal solution but achieves almost the same quality as the optimal solution. 
 
 
FUTURE ENHANCEMENT: 

As future work, we plan to explore determinization techniques in the context ofapplications, wherein users are 
also interested in retrieving objects in a ranked order. 
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